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ABSTRACT
Monte Carlo methods have been used for nuclear applications since the beginning of scientific
computing. Decades of method refinements now allow to perform simulations of steady-state
fissile systems with quite accurate results and relatively accessible computation time. Time-
dependent calculations such as reactivity insertion accident simulations on the other hand still
present issues. Indeed, reaching a sufficient accuracy implies high computational costs which
prohibit industrial use of time-dependent Monte Carlo simulations. Dynamic calculations which
include thermal feedback effects using coupled calculation schemes might especially suffer from
high statistical fluctuations due to the non-linearity of multiphysics solvers. To address this issue,
with the aim of reducing variance in Monte Carlo transient neutronics simulations, this article
proposes a strategy based on adaptive sampling of neutron histories. The method which is pro-
posed here is adapted from the Adaptive Multilevel Splitting method for particle transport and can
make use of an importance map provided by the user. A first test of the method was conducted
on a 2-dimensional 3x3 UOX assembly cluster to produce detailed and spatially integrated power
distributions over time. Increases of the figure of merit up to a factor 30 were observed for de-
tailed and spatially integrated results at the end of the neutronics transient. Such improvements of
the figure of merit could eventually prove to be efficient to reduce potential amplifications of sta-
tistical fluctuations due to non-linearity of other multiphysics solvers with affordable calculation
costs.
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1. INTRODUCTION

Whether in the case of criticality calculations or static reactor physics, Monte Carlo methods are considered
as the reference in terms of accuracy. However, a good statistical uncertainty on the result comes at the
price of, sometimes, prohibitive calculation cost. Transient calculations based on Monte Carlo lead to even
more difficulties as these simulations add the temporal dimension to pre-existing fission source convergence
issues. Thus, despite the use of ad hoc variance reduction techniques, transient calculations still present
challenges to achieve fine accuracy with affordable calculation costs [1].

The adjoint flux, taken as the neutron importance [2], has been used for variance reduction purposes for
decades in static calculations [3]. While hybrid approaches based on the computation of the adjoint flux
using deterministic solvers have been developed for static problems, such as CADIS [4], it is only recently
that the use of such methods for dynamics simulations has gained interest [5,6], following the development
of kinetics calculations in codes such as SERPENT2 [7] or TRIPOLI [8].
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The purpose of this paper is to present an alternative strategy to more classical population control to re-
duce the variance of space- and time-dependent tallies through adaptive sampling of neutron histories. This
strategy is based on the Adaptive Multilevel Splitting (AMS) method [9,10], which was implemented for
particle transport [11]. The AMS has been recently extended to criticality calculations to mitigate patholog-
ical consequences of strong spatial and generational correlations [12,13]. This article presents preliminary
results obtained with a proposed implementation of the AMS method in SERPENT2 kinetics mode [7,14].

2. ADAPTIVE MULTILEVEL SPLITTING METHOD

The Adaptive Multilevel Splitting method for particle transport consists in iteratively ranking and re-
sampling neutrons histories to push particles towards a detector. It comes from applied mathematics [9,10]
and was later adapted to particle transport in the context of neutron fixed source calculations [11]. More
recently, its use was used in the context of reactor physics as an alternative to the power iteration based
algorithm usually used in criticality calculations [13].

2.1. Detector

Since the AMS aims at improving the variance estimate by bringing more particle histories into a detector,
it is important to clearly defined what is meant by detector.

Considering an integral quantity, such as a reaction rate, one wants to estimate by means of a Monte Carlo
simulation, the general form of this score may be written as

X =

∫
D(r⃗)

d3r

∫
D(Ω⃗)

d2Ω

∫
D(E)

dE

∫
D(t)

dtf(r⃗, Ω⃗, E, t)ϕ(r⃗, Ω⃗, E, t) (1)

where

• r⃗, Ω⃗, E and t are the position, direction, energy and time,

• f(r⃗, Ω⃗, E, t) is the response function that characterizes the physical quantity that is sought,

• D(r⃗), D(Ω⃗), D(E) and D(t) are the subdomains of the phase-space over which one wants to know the the
physical quantity, for position, direction, energy and time respectively,

• ϕ(r⃗, Ω⃗, E, t) is the neutron flux.

The concept of detector as used in this article relates to the combination of the subdomains D(r⃗), D(Ω⃗),
D(E) and D(t), which represent the span of the detector over the phase-space, and the response function
f(r⃗, Ω⃗, E, t) which characterizes the detector response regarding to the neutron flux.

2.2. The Adaptive Multilevel Splitting

Let us consider a set of N branching neutron histories described as discrete Markov chains in which each
event of the sequence represents a neutron-nucleus collision during the neutrons random walks.

Let us also consider a detector (as defined in Section 2.1) defined over the subdomain D = D(r⃗) ∪ D(Ω⃗) ∪
D(E) ∪ D(t). Contributing to the score in that detector is considered a rare event if the probability to find
one of the histories spanning through D during an analog simulation is very low.

In that context, the AMS can be used to increase the number of histories reachingD by iteratively simulating
extra Markov chains closer and closer toD. These new Markov chains are initialized by duplicating already
existing histories once all random walks have been performed until the disappearance of the last particle of
the history.

To select which histories will be duplicated, each history is given an importance level equal to the maximum
importance reached by one of its points (i.e., the events of the Markov chain). This importance is computed
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from a user-defined function, and should reflect the probability for a particle to contribute to the detection
process.

Once all histories are ranked within an AMS iteration, the K worst histories regarding the importance
criterion are removed from the set of N histories. At this point, K new Markov chains are initialized by
duplication among the N −K remaining histories, and simulated until the disappearance of the last of their
neutrons to replace those that were removed.

The whole procedure is illustrated by Figure 1 for the case of a non-branching transport process withN = 3
histories (H1, H2 and H3) and K = 1.

x

Detectory

H1

H2

H3

(a) Iteration 0
x

Detectory

H1

H2

H3

(b) Iteration 1
x

Detectory

H1

H2

H3

(c) Iteration 2

Figure 1: AMS iterations for non branching histories (i.e., 1 history equals 1 particle) with a
detector defined in the (x, y) plane, with N = 3 and K = 1. The importance function is inversely

proportional to the distance to the detector.
.

Once at least N −K + 1 histories have reached D, the iterative algorithm stops and scores are computed
by weighting the entire neutron population with

wQ =

(
1− K

N

)Q

(2)

where Q is the number of AMS iteration until the algorithm stops. Thus, if we consider an integral score
one seeks to estimate using a Monte Carlo estimator noted ϕD, it is possible to build an unbiased estimator
[10], ϕ̂D, defined as

ϕ̂D =
wQ

N

N∑
j=1

ϕD

(
Xj

Q

)
, (3)

where Xj
Q is the j-th Markov chain (or neutron history) at iteration Q and ϕD is a traditional Monte Carlo

estimator (e.g., collision, track-length).

In the case of fixed source calculations, this algorithm can be used to overcome spatial attenuations problems
in which very few particles reach the detector location (i.e., D(r⃗)). The idea presented here is to overcome
a time attenuation in which few neutrons reach the time of detection (i.e., D(t))). For subcritical systems,
this attenuation arises naturally as particles tend to disappear over time. In that case, the AMS acts both as
a variance reduction method thanks to the importance function provided by the user, and as a population
control method as it enforces the survival of neutron histories over time to reach D(t)).

It is also possible to recast a supercritical system into a subcritical one by decreasing the particle birth rate
in the system (e.g., using biased fission) and increasing the death rate (e.g., using Russian Roulette).

For more detail about the AMS mechanics and implementation in the context of particle transport, the reader
can consult Refs. [15] and [16].
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2.3. Use of the branchless collisions method

To limit the number of branches inside histories, and facilitate the use of the AMS in a branching system (cf.
[16]), the branchless collisions method was used. It consists in enforcing the number of particles resulting
from a collision to be equal to one. Put simply, the analog treatment of collisions becomes:

• a collision may lead to a fission with a probability νΣf

νΣf+Σs
, or,

• a collision may lead to a scattering with a probability Σs

νΣf+Σs
,

• After each collision, the weight of the outgoing particle is multiplied by νΣf+Σs

Σt
,

where ν is the mean number of neutrons emitted by fission, and Σs, Σf , Σt are the macroscopic scattering,
fission and total cross-sections.

Since the AMS was always used in combination with the branchless collisions method in this article, the
name AMSb was used to name AMS simulations.

3. ROD DROP SIMULATION

3.1. Geometry and simulation parameters

As a proof of concept, the AMS was implemented in SERPENT2 kinetics mode and applied to a subcritical
transient initiated by a control rods drop in a two-dimensional 3x3 UOX assembly cluster represented on
Figure 2. Regarding the AMS implementation within SERPENT2, delayed neutron precursors are not
considered for computing the importance of a history or to sample initialization points for the duplicated
histories yet (although their physics is still taken into account during the transport step, as in any SERPENT2
baseline calculation).

Vacuum boundary conditions are set along x-axis and y-axis. At t = 0s, 24 AIC control rods are instantly
placed in the central assembly, bringing the total static anti-reactivity of the cluster to ρ = −6900 pcm.

(a) Before the rod drop (t < 0) (b) After the rod drop (t ≥ 0)

Figure 2: Cluster geometry before and after the rod drop (blue: borated water, red: fuel, white: AIC
control rods, black: control rod cladding, grey: zircaloy fuel and guide tubes cladding).

To assess the AMS capabilities regarding variance reduction in a time-dependent problems, several calcula-
tions were performed using different importance functions to rank neutron histories. To compare the results
to reference solutions, native SERPENT2 simulations were also performed. In total, five different sets of
parameters were tested, as summarized in Table 1. Cases AMSb central and AMSb outer differ from the case
AMSb only by the importance map that is used, as detailed in the next section.
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Table 1: Simulation parameters for the cluster rod drop simulation.

Case AMS Importance Branchless collision Population control

Analog no - no no
Reference no - yes every 1 ms
AMSb yes t yes -
AMSb central yes N∗(t)ψ∗

central(rrr, E) yes -
AMSb outer yes N∗(t)ψ∗

outer(rrr, E) yes -

3.2. Importance function

As displayed in Table 1, three different importance functions were used with the AMS. First, the time of col-
lision (t) was used as a simple way to rank histories and push particles through time in the case AMSb. Then,
two time-, energy- and space-dependent maps were considered to study the impact of the importance map
on performances. These are the AMSb central and AMSb outer cases. There is no neutronics code capable
of computing a real time-dependent adjoint flux to the authors knowledge, so an approximation was used.
Based on the assumption of separability of time and space/energy variables, the adjoint equations of the
point kinetics were used. The time-dependent part, namely N∗(t), was computed using a Crank-Nicholson
integration scheme in Python, while the energy- and space-depenent part (ψ∗(r⃗, E)) was generated using
ADVANTG[17].

Two maps, ψ∗
central(r⃗) and ψ∗

outer(r⃗), were generated over 572x572 spatial bins and 47 energy groups:

• ψ∗
central(r⃗): the detector is defined as the fission rate over the central assembly (i.e., f(r⃗, Ω⃗, E) = Σf (r⃗)

and D(r⃗) = central assembly, D(Ω⃗) = 4π, D(E) = [0,∞[,

• ψ∗
outer(r⃗): the detector is defined as the fission rate over the 8 outer assemblies (i.e., f(r⃗, Ω⃗, E) = Σf (r⃗)

and D(r⃗) = outer assemblies, D(Ω⃗) = 4π, D(E) = [0,∞[.

The two spatial importance maps for 37.3 eV < E < 101 eV are displayed in Figures 3a and 3b and
correspond to cases AMSb central and AMSb outer respectively.

3.3. Numerical Results

The power was computed in 1000 times bins from t = 0 to t = 10 ms for the three AMS cases mentioned
above (AMSb, AMSb central and AMSb outer). The power was also monitored over space in each time bin
over a 20x20 superimposed spatial mesh. Results were compared to the ones obtained with the analog
baseline of SERPENT2 kinetics mode, using the Figure of Merit (FoM), here defined as

FoM(t) =
1

σ2(t)T
, (4)

where σ2(t) is the variance of the mean score at time t and T the total computation time displayed in Table
2.

By analog we mean here that the calculation was performed without turning on any options of the SER-
PENT2 kinetics mode. Meaning that no population control other than precursors forced decay [18,19], and
no collision biasing technique was used. Another SERPENT2 calculation was performed using Russian
Roulette and splitting as population control, and the branchless collision method to model collisions. This
simulation was named reference, as it represents here state of the art regarding methods used in Monte Carlo
kinetics calculations.
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Figure 3: Spatial importance distribution for the assembly cluster with AIC control rods
(37.3 eV < E < 101 eV).

Table 2: Calculation times

Case Total time
[CPU.min]

Analog 1019
Reference 2436
AMSb 1013

3.3.1. Spatially integrated power

The spatially integrated power results are shown in Figure 4, and regroup the power over time in the top
figure, and the difference between the AMSb simulation and the two SERPENT2 baseline calculations in
terms of combined standard deviations computed as

ζ(case) =
P (case)− P (AMSb)√

σ2case + σ2AMSb

. (5)

The abscissa axis shows the transient time and is logscaled to highlight the prompt drop phase. From
this figure stands out the fact that the results obtained using the AMS in kinetics are coherent with those
computed with SERPENT2 version 2.1.32.

The relative standard deviations and the FoMs are displayed in Figure 5. The FoMs presented here were
computed as relative FoMs compared to the analog case, i.e., FoM(case)/FoM(analog). A prompt drop
of the power occurs between t = 0 ms and t = 1 ms, during which the standard deviation increases
until it stabilizes once the transient is mainly driven by delayed neutrons. Regarding SERPENT2 reference
calculations (namely analog and reference cases), the analog case presents a higher FoM. This is due to
the higher overall computation time of the reference case (cf. Table 2), because of population control, and
the fact that population control has not started yet, hence the similar standard deviation. The branchless
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Figure 4: Spatially integrated power over time (top) and difference between the power computed
with the AMS and the power computed from native SERPENT2 calculations in terms of combined

standard deviation (bottom).

collisions method seems to have a low impact for subcritical systems, as previously suspected [18]. Note
that the weight window parameters were left to their default value, and therefore not optimized for this
specific case. The standard deviation is slightly reduced every millisecond due to the population control in
the reference case, hence the teeth observed on the standard deviation and FoM plots.

As for AMS calculations, the error on the average results is higher (and the FoM lower) than other SER-
PENT2 calculations until the end of the transient, where the uncertainty drops. For the last millisecond
of the transient, the FoM becomes greater than the analog FoM up to a factor 10. This result is globally
positive, as the FoM was improved where the detector was defined from a temporal point of view.

3.3.2. Power spatial distribution

The distribution of the ratio FoM(case)/FoM(analog) was also plotted in Figure 6 for the very last time
interval. It appears that all AMS cases allowed to increase the FoM in all spatial bins at the end of the
transient, since all distributions start for a FoM ratio higher than 1, in a much more efficient way than the
reference calculation. The AMSb simulation produced better results, with a FoM up to 40 times better than
the analog calculation. The spatial distribution of the FoM ratio is plotted over space for the AMSb case in
Figure 7a, and shows that the improvement is rather homogeneous.

Finally, Figure 7b shows a comparison between the FoMs of the AMSb central and AMSb outer cases over
space in the last time bin. No proper pattern seems to stand out as results remain noisy.

In that specific case, changing from a purely time-dependent importance map to a more complex adjoint flux
does not have any effect on the spatial distribution of the FoM, except worsening the overall performances
of the AMS. However, it is important to put these results into perspective in several points:

• the scope covered by a single test case is fairly insufficient to fully characterize the method,

• the implementation of the AMS within SERPENT2 may still benefit from future improvements (e.g.,
include delayed neutron precursors importance),
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Figure 5: Relative standard error (top) and FoM (top) for the spatially integrated power. The FoM is
displayed as a ratio over the FoM of the analog calculation.
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Figure 6: Relative FoM distribution for the power spatial distribution in the last time bin(
t ∈

[
9.99× 10−3 s, 10−2 s

])
.

• the goal was to assess the AMS capabilities for kinetics applications, and since no true time-dependent
adjoint flux are available yet, a coarse approximation was used for proof of concept purposes. Therefore,
the importance function used could be very far from an ideal Green’s function and thus affect the perfor-
mance of the method compared to a simple importance like the one used in the AMSb case.
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4. CONCLUSIONS

In a nutshell, the Adaptive Multilevel Splitting was implemented in the SERPENT2 Monte Carlo to perform
kinetics calculations. The method was tested on a subcritical transient initiated by control rods drop over a
two-dimensional 3x3 UOx assembly cluster. Preliminary results showed significant improvements can be
achieved by AMS at the final time steps, considered as a ”time-detector” for all AMS tests. Nevertheless,
the AMS did not allow to improve the FoM over the whole simulated time interval. If the objective were to
reduce the figure of merit locally in time, this could not be matter of concern. Besides, the use of a spatial-
energy adjoint flux by the AMS did not provide an additional gain in this case. This might be due to several
points, including the implementation of the method and the importance function that was used. Prospects
regarding future improvements are considered. Overall, the method performed well compared to the ones
already present in SERPENT2 kinetics mode regarding the spatial distribution of the flux at the final time
of the transient. Regarding multiphysics coupling, these results could prove to be interesting to reduce the
uncertainty of the power map fed to other multiphysics solvers, without degrading the calculation time.
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[16] K. Fröhlicher. Improving Monte Carlo reactor physics simulations using adaptive sampling of neutron
histories. Ph.D. thesis, Université Paris Saclay (2023).
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